
Directional image denoising method based on the 
relative intersection of confidence intervals rule 

Damir Sersic 1, Ana Sovic 2 
Faculty of Electrical Engineering and Computing,University of Zagreb 

Unska 3, Zagreb, Croatia 
1 damir.sersic@fer.hr 

2 ana.sovic@fer.hr 

 
Abstract—In this paper, the relative intersection of confidence 

intervals (ICI) rule is used to adaptively determine window sizes 
around each observed point in purpose of denoising. The relative 
ICI rule defines neighbourhoods of similar statistical properties 
for every signal sample. If we calculate a mean value on each 
window, it corresponds to the zero-order estimation and results 
in a denoised signal. Furthermore, the mean value can be 
replaced by median for additional robustness of estimation. The 
same approach could be taken on images. In this paper, we find 
the maximum window length in four, eight or sixteen directions 
around each pixel. Mean or median value of chosen surrounding 
pixels results in a denoised estimation of each observed pixel. The 
proposed denoising method was tested on an example of a piece-
wise constant image and compared to known methods. Under the 
given conditions, it has shown improvement in terms of the 
PSNR, MAE and subjective visual impression. 
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I. INTRODUCTION 
An image is often corrupted by noise due to imperfectness 

of sensors or due to transmission. Hence, image denoising is 
an important issue in many areas, especially in medicine [1], 
astronomy [2], microscopy [3], object detection, photo 
restoration, visual tracking and image segmentation.  

The goal of denoising is to remove the noise while 
retaining as much as possible of the important signal features. 
If an image has a local polynomial structure and contains 
some additive noise, wavelet based denoising methods are a 
good approach [4][5][6]. They work fine, except for the edges, 
where annoying ringing effects are usually present. To avoid 
ringing and to achieve better results, adaptive methods were 
introduced, such as shape adaptive DCT [7], block-matching 
and 3D filtering algorithm [8] or several methods based on the 
relative intersection on confidence intervals rule (RICI) 
[9][10][11]. 

In this paper we propose four, eight or sixteen directions 
mean and median based RICI algorithm around every pixel to 
denoise a class of piece-wise constant images.  

 

II. INTERSECTION OF CONFIDENCE INTERVALS 
Input signal 𝑥(𝑛)  is corrupted by additive zero mean 

Gaussian noise 𝑤(𝑛), 𝒩(0,σw2 ): 

 
𝑦(𝑛) = 𝑥(𝑛) + 𝑤(𝑛). (1) 

 
Our goal is to find a quite simple and efficient zero-order 

estimate 𝑥̅(𝑛)  of the input signal that preserves edges and 
accurately restores smooth regions. We use moving average 
estimate with short window near edges and long window in 
the middle of the regions. We use intersection of confidence 
intervals (ICI) rule to decide on window lengths [12]. 

Confidence interval 𝐷𝑘(𝑛) = [𝐿𝑘(𝑛),𝑈𝑘(𝑛)] is defined by 
its interval limits 

 

𝐿𝑘(𝑛) = 𝑥̅ℎ𝑘(𝑛) − 𝛤 ⋅ 𝜎ℎ𝑘(𝑛),  

𝑈𝑘(𝑛) = 𝑥̅ℎ𝑘(𝑛) + 𝛤 ⋅ 𝜎ℎ𝑘(𝑛), 

(2) 

where hk is window length, threshold parameter Γ defines the 
confidence interval width and 𝜎ℎ𝑘(𝑛) = 𝜎𝑤 �ℎ𝑘⁄  is the 
deviation of the signal sample estimate. The smallest upper 
and the largest lower limits on observed interval we denote as:  

𝐿𝑘(𝑛) = max
𝑖=1,…,𝑘

𝐿𝑖(𝑛), 

𝑈𝑘(𝑛) = min
𝑖=1,…,𝑘

𝑈𝑖(𝑛). 
 

(3) 

We increase hk until we reach the largest window length 
ℎ+ for which the ICI condition  

𝐿𝑘(𝑛) ≤ 𝑈𝑘(𝑛) (4) 

is satisfied. 
The window length depends on parameter Γ and is usually 

slightly too long: a few samples with different statistical 
properties enter the window to activate the stop criterion. 
Hence, we apply the RICI rule. If rc  is a preset threshold 
parameter, then the chosen window length is the largest 
ℎ+ = ℎ𝑘 for which is still satisfied: 

 
𝑈𝑘(𝑛) − 𝐿𝑘(𝑛)
𝑈𝑘(𝑛) − 𝐿𝑘(𝑛) ≥ 𝑟𝑐 . (5) 



The RICI rule is applied as an additional criterion to the ICI 
rule and gives more accurate estimates 𝑥̅ℎ+(𝑛)  for every 
sample of 𝑦(𝑛) [13][14]. 

 

III. IMAGE DENOISING ALGORITHM 
 A noisy image 𝑦(𝑛,𝑚)  consists of input image 𝑥(𝑛,𝑚) 

and additive zero-mean Gaussian noise 𝑤(𝑛,𝑚), 𝒩(0,𝜎𝑤2): 
 

𝑦(𝑛,𝑚) = 𝑥(𝑛,𝑚) + 𝑤(𝑛,𝑚). (6) 
 
We propose a directional image denoising method with an 

arbitrary number of directions. We find optimal window 
lengths using the ICI or RICI rule in every direction. Then, we 
calculate an average value of all involved pixels around every 
observed pixel. The result is a good estimation of the original 
noiseless input image.  

 
We diversify three special cases of denoising methods: four 

directions, eight directions and 16 directions. All proposed 
methods are presented in the sequel. 

 

A. Four directions mean and median RICI 
For each image pixel, we observe its row and column 

(Figure 1a). We apply the ICI / RICI algorithm to the left and 
to the right in horizontal direction, and up and down in 
vertical direction. We get four window lengths: ℎ𝑙+,ℎ𝑟+,ℎ𝑢+ and 
ℎ𝑑+, respectively. They determine a cross-like structure with 
non-even rays. Considering all the included pixels, we 
calculate an average estimate of the observed pixel 𝑦(𝑛,𝑚): 

𝑦𝑟𝑜𝑤(𝑛,𝑚) = {𝑦(𝑛,𝑚− ℎ𝑟+(𝑛,𝑚) + 1), 
𝑦(𝑛,𝑚 − ℎ𝑟+(𝑛,𝑚) + 2), … , 
𝑦(𝑛,𝑚), … , 
𝑦(𝑛,𝑚 + ℎ𝑙+(𝑛,𝑚) − 2), 
𝑦(𝑛,𝑚 + ℎ𝑙+(𝑛,𝑚) − 1)}, 

(7) 

 
𝑦𝑐𝑜𝑙𝑢𝑚𝑛(𝑛,𝑚) = {𝑦(𝑛 − ℎ𝑢+(𝑛,𝑚) + 1,𝑚),  

𝑦(𝑛 − ℎ𝑢+(𝑛,𝑚) + 2,𝑚), … , 
𝑦(𝑛 − 1,𝑚), … ,𝑦(𝑛 + 1,𝑚) 
𝑦(𝑛 + ℎ𝑑+(𝑛,𝑚) − 2,𝑚), 
𝑦(𝑛 + ℎ𝑑+(𝑛,𝑚) − 1,𝑚)}. 

(8) 

 
𝑥4���(𝑛,𝑚) = mean{𝑦𝑟𝑜𝑤(𝑛,𝑚),𝑦𝑐𝑜𝑙𝑢𝑚𝑛(𝑛,𝑚)}. (9) 

Now we introduce a very weak assumption that the noise is 
arbitrary but symmetrically distributed. In asymptotical sense 
(ℎ+ → ∞), mean can be replaced by median [15]: 

𝑥4𝑚�����(𝑛,𝑚) = median{𝑦𝑟𝑜𝑤(𝑛,𝑚),𝑦𝑐𝑜𝑙𝑢𝑚𝑛(𝑛,𝑚)}. (10) 

Previously introduced Gaussian noise satisfies the 
assumption, too. The replacement results in more robustness: 
proposed method works fine even if the four window lengths 
were not perfectly determined. It has been shown that the 
proposed median based method gives more accurate results 

for almost any noise distribution, and is significantly less 
sensitive to choice of parameters Γ and 𝑟𝑐 [15]. Consequently, 
the mean absolute error (MAE) of the proposed method is 
lower than of the mean based ICI or of the other competing 
denoising methods.  

B. Eight directions mean and median RICI 
For each image pixel, we observe its row, column, principal 

and minor diagonal (Figure 1b) to get more pixels for 
calculating the estimate value. We apply the ICI / RICI rule to 
the left and to the right along the row, up and down along the 
column, up-left and down-right along the principal diagonal 
and up-right and down-left along the minor diagonal. It 
corresponds to an 8-ray star-like structure. We get eight 
window lengths: ℎ𝑙+ , ℎ𝑟+ , ℎ𝑢+ , ℎ𝑑+ , ℎ𝑢𝑙+ , ℎ𝑑𝑟+ , ℎ𝑢𝑟+  and ℎ𝑑𝑙+ . 
Considering all the involved pixels, we estimate each 
observed pixel y(n, m) using mean and median: 

 
𝑦𝑝𝑑(𝑛,𝑚) = {𝑦(𝑛 − ℎ𝑢𝑙+ (𝑛,𝑚) + 1, 

𝑚 − ℎ𝑢𝑙+ (𝑛,𝑚) + 1), … 
𝑦(𝑛 − ℎ𝑢𝑙+ (𝑛,𝑚) + 2,𝑚 − ℎ𝑢𝑙+ (𝑛,𝑚) + 2), 
𝑦(𝑛 − 1,𝑚 − 1),𝑦(𝑛 + 1,𝑚 + 1), … 
𝑦(𝑛 + ℎ𝑑𝑟+ (𝑛,𝑚) − 1,𝑚 + ℎ𝑑𝑟+ (𝑛,𝑚) − 1)}, 

(11) 

 
𝑦𝑚𝑑(𝑛,𝑚) = {𝑦(𝑛 − ℎ𝑢𝑟+ (𝑛,𝑚) + 1, 

𝑚 + ℎ𝑢𝑟+ (𝑛,𝑚) − 1), … 
𝑦(𝑛 − ℎ𝑢𝑟+ (𝑛,𝑚) + 2,𝑚 + ℎ𝑢𝑟+ (𝑛,𝑚) − 2), 
𝑦(𝑛 − 1,𝑚 + 1),𝑦(𝑛 + 1,𝑚− 1), … 
𝑦(𝑛 + ℎ𝑑𝑙+ (𝑛,𝑚) − 1,𝑚 − ℎ𝑑𝑙+ (𝑛,𝑚) + 1)}, 

(12) 

 
𝑥8���(𝑛,𝑚) = mean {𝑦𝑟𝑜𝑤(𝑛,𝑚),𝑦𝑐𝑜𝑙𝑢𝑚𝑛(𝑛,𝑚),  

𝑦𝑝𝑑(𝑛,𝑚),𝑦𝑚𝑑(𝑛,𝑚)} . (13) 

 
𝑥8𝑚�����(𝑛,𝑚) = median {𝑦𝑟𝑜𝑤(𝑛,𝑚),𝑦𝑐𝑜𝑙𝑢𝑚𝑛(𝑛,𝑚),  

𝑦𝑝𝑑(𝑛,𝑚),𝑦𝑚𝑑(𝑛,𝑚)} . (14) 

C. Sixteen directions mean and median RICI 
To get even more pixels for calculating estimated value of 

the pixel (𝑛,𝑚), we added extra eight directions – one by one 
between row, column, principal and minor diagonal (Figure 
1c). We found their window lengths using the ICI / RICI rule 
and applied mean or median to all included pixels in the same 
way as previously described. Estimated values are denoted as 
𝑥16����(𝑛,𝑚) and 𝑥16𝑚������(𝑛,𝑚). 

 

IV. SIMULATION RESULTS 
We created an 64x64 artificial image that depicts a dark 

gray apple on a light gray background (Figure 2a). We added 
zero mean Gaussian noise σw = 20 (Figure 2b). The image is 
denoised using undecimated Haar wavelets with hard 
threshold set to 3.5𝜎𝑤 and four decomposition levels (Figure 
2c). Big gray areas at the background are good denoised, but 
there are problems near the edges: ringing effects. Figure 2d 
shows denoising using Portilla method [4]. Background is not 
smooth enough, and the edges are not sharp. Anisotropic LPA 



– ICI method Γ = 1.05 is shown in the Figure 2e [10]. We can 
still see many gray pixels on the background instead of the 
unique color. The result of separable image denoising based 
on the RICI rule using fixed weights (Γ = 4.4 and 𝑟𝑐 = 0.85) 
is shown in Figure 2f [9]. Pixel estimates are calculated from 
pixels in its row and column, separately. We can still see 
resulting disturbed edges.  

In the proposed four directions method, we observe rows 
and columns around each pixel at the same time and calculate 
their mean or median value (Figure 2g and 2h). The edges are 
well restored, but there are some checkerboard effects at the 
background. The effects are less visible and the PSNR is 
better for the median based method. If we add extra four 
directions: principal and minor diagonal, we get the results 
depicted in Figure 2i and 2j. The true gray color from the 
apple edge is accurately restored, and the background is better 
(especially in the median case), as more pixels were involved 
for calculating the estimate values. Finally, we add extra eight 
directions (Figure 2k and 2l). The best visual results and the 
best PSNR are gotten using 16-directions median based RICI 
in Figure 2l. The apple, background and the edges are almost 
faultlessly restored.  

The PSNR-s for 30 different realizations of the zero mean 
Gaussian noise 𝜎𝑤 = 20  and of all mentioned denoising 
methods are compared in Table 1. All directional methods 
using median have better PSNR-s than the other methods. The 
best PSNR is achieved by eight directions median based 
method. Minimum MAE is gotten by sixteen directions 
median method, but is very close to eight directions results. If 
we compare computational times for all the methods we can 
see that the four directions is the fastest one (except for the 
Haar) and eight directions method is close.  

We checked the results for different noise levels. Figure 3 
shows PSNR-s for mentioned methods in range of 𝜎𝑤 ∈
[0,100]. Separable RICI methods result in better PSNR-s for 

smaller 𝜎𝑤 ,  but after 𝜎𝑤 = 20  they become the worst. 
Undecimated Haar wavelet and anisotropic LPA-ICI methods 
show the best results for high levels of noise, but they are the 
worst for small levels. Eight and 16 directions median based 
methods show very similar PSNR-s, with the best results in 
the middle range of 𝜎𝑤 ∈ [20,30]. Considering all the facts, as 
well as the numerical effectiveness of the method and visual 
quality of the results, we choose eight directions median based 
RICI method as our number one choice. 

Figure 4 shows a comparison of denoising methods applied 
to test image Cameraman. We added extra Gaussian (𝜎𝑤 =
20)  and salt & peppers noise. Gaussian noise is well 
suppressed using almost all described methods. The impact of 
the salt & peppers noise (ringing around the pixels) is the 
lowest when using 8-direction median RICI method.  

 
TABLE 1. PSNR, MAE AND COMPUTATIONAL TIMES FOR 30 REALIZATIONS OF 

THE TEST IMAGE APPLE. TESTS ARE MADE ON A COMPUTER WITH INTEL 
CORE2 DUO CPU 2.67 GHZ, AND 2,00 GB OF RAM. 

Method PSNR MAE time, s 
noisy-image 22.1197 15.9461 - 

separable fixed 32.3026 3.8364 2.4818 
separable variable  31.9609 3.8692 2.4818 
mean 4 directions 33.4788 3.1810 1.1861 

median 4 directions 34.0270 3.0390 1.1889 
mean 8 directions 33.4195 2.9605 1.9558 

median 8 directions 34.2846 2.6006 1.9655 
mean 16 directions 30.2518 4.8973 8.3111 

median 16 directions 34.2490 2.2421 8.3449 
anisotropic LPA-ICI 33.2576 3.0041 2.4897 

Haar wavelet 28.9898 4.3921 0.0357 
Portilla 29.6749 5.0579 0.1509 

 
 

a.  b.  c.  

Figure 1. Window directions around the observed black pixel: (a) four, (b) eight and (c) sixteen directions. 



 

 

 
Figure 2. (a) Test noise free image, (b) noisy image with zero mean Gaussian noise σw = 20, (c) undecimated Haar wavelet denoised image with hard threshold 

3.5𝜎𝑤 and 4 decomposition levels, (d) Portilla method [4], (e) anisotropic LPA-ICI denoised image with Γ = 1.05, (f) mean RICI (Γ = 4.4, rc = 0.85) with 
fixed weights, (g) four directions mean RICI, (h) four directions median RICI, (i) eight directions mean RICI, (j) eight directions median RICI,  

(k) 16 – directions mean RICI, (l) 16 – directions median RICI. 

 

 
Figure 3. PSNR for the test image with additive zero mean Gaussian noise with different deviations 𝜎𝑤. The image is denoised using:  

(a) four directions mean and median, eight directions mean, anisotropic LPA-ICI and separable mean RICI with fixed weights, (b) eight directions median, 
sixteen directions mean and median, undecimated Haar wavelet and separable mean RICI with variable weights. 
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Figure 4. (a) Test mage Cameraman with salt&peppers noise, (b) noisy image with zero mean Gaussian noise σw = 20, (c) undecimated Haar wavelet denoised 

image with hard threshold 3.5𝜎𝑤 and 4 decomposition levels, (d) Portilla method [4], (e) anisotropic LPA-ICI denoised image with Γ = 1.05, (f) mean 
RICI (Γ = 4.4, rc = 0.85) with fixed weights, (g) eight directions mean RICI, (h) eight directions median RICI. 

 

 

V. CONCLUSION 
In this paper, we proposed novel methods for image denoising 
that are based on the relative intersection of confidence 
interval rule. They consider four, eight or sixteen directions 
around each pixel for calculating estimated value of denoised 
image. Moreover, they use mean or median based estimators. 
After comparison of the obtained PSNR-s, MAE-s, visual 
results and computational times on the test image, we chose 
eight directions median method as an optimal denoising 
method for a class of the piece-wise constant images with 
strong edges.  
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