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Application of the proposed method to a problem from industry:

Abstract 1 . visual quality inspection. The problem is to fit upper and lower lines
6. Experiment A

3. Weiahts " to a thin structure shown within inner red region-of-interest (ROI)
Straight line fitting is an important problem in computer and robot vision. We : 9

rectangle. We use an iterative RANSAC scheme (fit the best line,
propose a novel method for least squares line fitting that uses both the point The proposed term (@ — cos 8x)2 4+ (b — sin 6)2 encodes the angular difference A8 = 8 — 8 A qualitative comparison of proposed fitting method to the standard remove consensus points from the set, and repeat) to find all lines.
i i i i i i i al r - i least squares fitting method using the Matlab code and w = 8. From We rely on the gradient orientation to separate between the upper
coordinates and the local gradient orientation to fit an optimal line by (corrected for wrapping) via the monotonic mapping o | S ..
minimizing the proposed algebraic distance. Ly : a the line and the lower edges, thus avoiding mixing of the data.
_ . . . _ AO =2 asin( =V (a—cos6k)*+(b—-sinbk) : PRy : _
The proposed inclusion of gradient orientation offers several advantages: 2 0 — ix N Ey ~ @ ~ 0.3846x 4 0.9231y — 4.6154 The 1|‘|ve mlc?st S|r?n|ﬁcan|t er>]<tracted lines are '?QOV\{”' n?ite that ulpp'fer
- o . . that preserves the ordering and does not introduce bias. 13 13 13 ' ' ' af:]d ower line t at wou d fave b.een quite di _ CL|J tdtod .t pror[::erﬁy |
(a) one data point is sufficient for the line fit, The angular differences A6 = 8 — 8 (corrected for wrapping) are limited to the [, 7] | the gradient orientation information was not included into the fit
, L , , , interval and (a — cos 8x)? + (b — sin 8)? is therefore limited to the [0, 4] interval. we randomly draw N points, where N goes from 10 to 100. We add were correctly extracted.
(b) for ;the Stam'e ntufcf_\ber ofdpomts the fit is more precise due to inclusion of The distance term F2(a, x¢) is not bound in the same way. Gaussian noise A(0, 1) to x and y coordinates while the gradient is
gradient orientation, an To make the contribution of both distance and angular terms comparable the weights w; « d.rawn fro_m the vqn Mieses distribution (normal distribution on .a ) ’
(c) outliers can be rejected based on the gradient orientation or the distance must be adjusted. W.l.o.g. let wox =1 and w1 x = W2 x = W, So the objective function circle) usmg a varlapce of 17°. For ea.ch N the.random draw using
0 i J SRERES N aforementioned variances of 1 for point coordinates and of 17° for
O fIne. > F2(a, xi) + w((a— cos 6k)? + (b — sin 6k)?). gradient orientation was repeated 5000 times.
k=1 : : : . .
\ J | | Due to inclusion of gradient orientation, the proposed method
The weight w should be chosen so two distance and angular terms are comparable. outperforms the standard least squares ﬁtting method and gives 3
The choice will be application specific and will depend on the units used to measure the better slope estimate.
1 IntrOd UCtion distance as the proposed angular error is always bound to [0, 4] interval.
The least squares approach is commonly used to solve the straight line fitting problem gradlent magnIt.Ud.e and orientation
[Haralick and Shapiro, 1992;Hornberg, 2011]. OpenCV [OpenCV, 2014], a computer vision standard Ieast_sq uares fit (note proximity of edges)
software library, offers a rich set of line fitting procedures based on minimizing L1, L2 or 4 Appl icationS in RAN SAC ~~~~~~~~~~~~~~~~~
modified orthogonal distances. " draw 10 points ) \\’*T /
Most of tl least- fitti tak I int dinat d &
aso;snpOUtcurren y used least-squares fitting procedures take only point coordinates x and y The proposed fitting method is easily used in RANSAC schemes [Fischler and Bolles, 1981]. and perform standard NN,
' A typical RANSAC scheme is comprised of the following steps: : : 5
In a typical computer and robot vision application a line is fitted to an edge or to a ridge in and proposed line fit
two steps: 1. pick a (minimal) random sample from the data required for fitting and then fit a 4
model to the minimal sample;
(a) extraction of point coordinates x and y using an edge or a ridge detector and = 3 g rou nd trUth
(b) I ’ . " oo 2. classify all points as inliers (consensus set) and outliers, based on the proximity to i )
application of a straight line fitting method. the model: - :
. | | S 3 proposed fit
Both edge and ridge detectors can output additional information: 3. if tthebIFOr?SGHSUS Setl'lts |a{%i enough r?-ﬁt the”msr?d .usmgf ;'\' inlier points ar]c()j T % IF
the orientation of the edge (gradient direction) or the direction of the ridge. €Stablish some quality o measure (normally the size of the consensus set), IT noL, ok :
discard th dom sample as not good enough; and 2 upper and lower line extracted
This information is usable in line fitting problem as it defines the line direction or the line sear € rando P J 10 — :
. . . . . . O 1k , using the proposed method
normal, depending on the type of detector used. 4. repeat steps 1-3 sufficient number of times and pick a model with the best quality of Rt : : : .
. . . . o . . fit as the final solution D . . . . . . LN (gradient orientation enables
The use of gradient orientation was first suggested for use in line extraction tasks in ' © 9 0 7 4 6 3 10 12 14 .
[Burns et al., 1986] where the gradient orientation is used to group pixels into compact | - o _proper extration)
line-support regions. This approach was extended in [Kahn et al., 1990; von Gioi et al., There are several advantages the proposed straight line fitting scheme offers: S | . .
e e e e T e o e o o () the number o points required forthe il straight line fit s reduced from two to one, N, 4 / input image
squares line fitting was not investigated. (b) the selection criteria for inlier and outlier points is based on both the geometric and A o /
the angular distance to the line, and 2 gtandard |east_squares f|tt|ng
) 3.5F .
(c) given the same number of points the proposed fit is better. $ AA
Y A
. . . O - AN
2. Line Fitting oo 3 -
== AAAA
A straight line is represented by a polynomial — 8 i AAA
O ‘ ‘
: n25F Y o
Fla,x)=a-x=ax+by+c=0, 5. MATLAB Implementation \ COT
wn % '
where Ta +Jb =Tcos 6 +J'sin @ is the unit normal vector and c is the distance to the origin. E $ \VVV A%MA proposed methOd
. : _ : — — 2r % .
Point coordinates x; are extracted from an edge map [Canny, 1986; Lanser and Eckstein, o . . S ~
1992]. Additional output of an edge detector is the gradient vector which is orthogonal to 1 s % 3.7’ theta al1re cI:olum vectors, w 1s welght for the angular component. @)] ey References
the local edge direction, so in straight line fitting problems its orientation 6 defines the 2 function a = fit_line2(x, y, theta, w) - (Burns et al., 1986] Burns, J. B., Hanson, A. R., and Riseman, E. M. (1986). Extract-
Straig ht line normal. 3 S Build 3x3 scatter matrix. © 1.5+ grm(a)sirzaéc_izggnes IEEE Transactions on Pattern Analysis and Machine Intelligence,
For fitting a straight line to points Xk using a gradient orientation 6x we propose the 4 S = zeros(3); [Canny, 19861 Canny, J. (1986). A computational approach to edge detection. Pattern
Bifagie fLmEsen s S(1,1) = sum(x.72); S(2,1) = sum(x.xy); S(3,1) = sum(x); e oSl 19011 Eer, 1. 370 Sl . € 1564 o sl
n 6 S(1,2) =s(2,1);  5(2,2) = sum(y."2); 5(3,2) = sum(y); 'L | consensus  paracigm for model g i spplicatons o image analysis and
Z WO,sz(ar xk) + Wl,k(a — COS 9/()2 + W2,k(b - Sin 9/()2' 7 S ( 1 / 3 ) = S (3 /4 :I- ) ; S (2 / 3 ) = S (3 /4 2 ) ; S (3 / 3 ) = numel (X) ; 10 . : i/ [Gu_o and Xu, 1989] Guc_),J. a_nd Xu, G. (1989). Precisi_on estimation of a fitted image
k=1 8 % BUlld 3X3 COHStraiﬂt matrix ) number Of p0|nts - - - - - - - - - - - - - - - - - - - - - - - _ Izlrée In Systems Engineering, 1989., IEEE International Conference on, pages 23—
Flefee: o e guediEiie @glaliy comsireim: 9 C = zeros(3); five most significant lines | teaiccand shanro 1952) raraticc & 4. and shapio, L 6. (1992). Computer ang
a2 + bz -1 10 C (1 ’ l) = 1; C (2 / 2 ) = :I_; extra Cted USing the pro posed [H(\)/rcr:mee\r/\glj,IZCr)llll] H((s)rnberg, g (Caﬂi.tor (2011). Handbook of Machine Vision. Wiley-
11 % Solve generalized eigensystem. : e aem .. jr:any' i: 'e:)n' 4 Riserman et line finder
which forces the unit normal vector to be directly encoded in the parameters a and b so 12 [gevec, geval] = eig(S, C, 'qz'); Conclusion method in a RANSAC scheme oo 3, 19501 Ko P Kichen, L o emon £ 1, 1500) & e e
the error of fitting to the image gradient is fully contained in the proposed terms a — cos 6x o R Transactions on, 12(11):1098-1102.
d b g 13 for k - 1 . 3 [Kiryati and Bruckstein, 1992] Kiryati, N. and Bruckstein, A. (1992). What's in a set
an — SIN ek. 14 _— (k) 7 / sort ( evec ( . k) ' O % evec ( . ]{) ) . ;)_f point?.? [straiglf;t(zl‘i)r.\zgﬁét_téré%]. Pattern Analysis and Machine Intelligence, IEEE
The SO|Uti0n that minimizes the ObjeCtive function iS Obtained USing the Lagrange 15 u ( . k) — ml.l (k) q* ggvec ( . . ];) . . g o ' We have mOdIﬁed the Conventlonal IeaSt Squares Ilne ﬁttlng methOd to [Lanser, 1997] Larlmser S: (1997). lModel/basierte Lokalisation gestlitutz auf monoku-
mU|tip|ierS yleldlng the SyStem ° 7/ o * 7 4 : : : : - Hr lare Videobilder. PhD thesis, Technische Universitat Minchen.
16 E (k) = Uu ( .7 ]{) ' xS % u ( <7 k) ’ Incorporate the Orlentatlon Of the Image gradlent thus Obtalnllng the novel [Lanse_ran’d Eckstein, 1992] Lanser, S. and Eckstein, W. (1992). A modification of
Sa=ACa+d 17 end straight line estimator that offers several several advantages: e e I el o0 VoLl Coner
T — . . . Conference on, pages 633-637.
a Ca=1 18 [mlnEr ldX] = min (abS (E) ) ’ (a) one data pOInt |S SufﬁCIent for the Ilne ﬁt [OpenCV, 2014] OpenCV (2014). OpenCV [Open Source Computer Vision] library.
o : : ' ' ' ' : Y http://opencv.org/.
where a = [Cl b C]T is the vector of line parameters, 19 s Initial ?OlU.thl’l LS l’llO]meIil Stralght line fit. . o . . . [Patrducean et al., 2012] Patrducean, V., Gurdjos, P, and von Gioi, R. G. (2012). A
20 %0 = [ulz,1dx); geval (idx, idx)]; (b) for the same number of points the fit is more precise due to inclusion of the i e A A A M Sl
T . - . . .

d= [Zk W1 k COS Ok Zk W2 k Sin Ok 0:| 21 % Build offset wvector. gradlent Orlentat|on, and gfr'ﬁgﬁggg\g;%l,z' Lecture Notes in Computer Science, pages 572-585. Springer
is the offset vector (sum of gradient direction vector components), 22 d = [éum (W.*xCOos (theta)l ) sum(w.xsin(theta)) 0].%; : . : : : : [VOLrjc,ciic,)Ai‘?;satl.llinz(gig]gr\:}zzfécgéeilégflwi?r?vgi?’:is{é gﬂé)treecliijar?ﬂ&'oi?foﬁaggftg}fA(r?g/;gi)s'

23 % Modify scatter matrix. (c) In addition to Slmple distance measures outliers can be reJECted based on and Machine Intelligence, IEEE Transactions on, 32(4):722-732.
1 00 24 S(1,1) = S(1,1) + sum(w .* ones(size(theta))); the gradient orientation. " Bivarite lne-Atting metnods for alometry. Bological Reviews, 81(2):250-251.
c= 8 (])- 8 ’ 25 S (2 ’ 2) = S (2 ’ 2) + sum (W . * 0ONes (Sj-ze (theta) ) ) ’ i ) ) i ) ) ) i [Wei's§, 1988] Weiss, I. (1988_).. Straight line ﬁttin'g in a nois’y image. In Compqter
26 % Build objective function. The proposed fitting method is especially suitable in applications where the o e aayoay, 08 Proceedings CVPR 88., Computer Society

is the constraint matrix, and 27 eqgs = @(x) [S*x(1:3) — d — x(4)*C*x(1:3); x(1).72 + x(2).72 — 1]1; line slope must be extracted from the image data due to improved precision
S Wo xRt Wik S WorXeVe Y WorXe 28 % Solve and return. compared to the standard fitting as the gradient orientation information is Acknowledgment
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